Multilevel regression with post-stratification (MrP) has become quickly a standard approach in public opinion research. Lucas Leemann first presents two distinct motivations for using MrP and also touches on questions of representativity of polling data. He then shows two challenges when employing MrP. The first challenge emerges on the individual level since we hardly ever have the correct data to include all relevant individual level predictors. To overcome this first level problem Lucas Leemann presents MrsP (MrP’s better half) who relies on a synthetic joint distribution. In applying MrP or MrsP we then often also face a second challenge on the context level - which variables do we include and how do we shield our model from over-fitting? Here, he shows what machine learning models can add and compare them to baseline models.
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